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Sus From the aimulation results it will be seen that a
minimum number of sensors are needed and, In addition.

This paper addresses the Issue of target tracking two of the sound speeds mut be known correctly before
when confronted with a set of sound speed parameters accurate estimation of the target state can be achieved.
that are partially or completely unknown. It explores Finally. In Section 4. a sumsry of the results and
the case where thee parameters are augmented to the conclusions will be presented.
carset state In an extended Kalman filter. The filter
processes measurements of sound time-of-arrival differ-
ence and Doppler difference from a set of spatially 2. System Definition
displaced sensors.

For scenarios Involving up to three sensors It has One are where the uncertain model parameter problem
been found that biased target position estimates and could arise is depleted In Figure 1. It could equally
marginal system observability occurs. This is readily well apply to tracking of vehicles on the Earth via
verified by propagating the algenvalues of the infer- geophones or any place that the signal does not travel
mation matrix In time. Using this as an analysis tool. with an infinite effective or known velocity. We have
a number of geometrical sensor configurations are a set of I spatially displaced sensors (distance to
analyzed. target - Ri) . If the target generates or reflects sound

In general, it Is found that with three sensors, the at time Instant. c. because of the sound travel time to
system is, at best, marginally observable for any geom- each sensor (sound speed - ci), it will be sensed at
etry. However, when using four and more sensors, aye- each sensor at times tlt2...,t i. In addition, If the
teo observability and estimation performance are markedly target moves at a velocity, v. the Doppler sensed at
Improved when two of the sound speed filter parameters each sensor will be different. To estimate the target
are specified to within a close tolerance of their state, i.e., position. speed, and course. measurements
actual values. When attempting to estimate all of the of sound time of-arrival difference and Doppler differ-
sound speeds (or for that matter (n-1) sound speeds. ence foi a sensor pair i-j (L.j-l.2,3,...,ij) can be
n - number of sensors), it is again noted, as In the processed through a Kalman filter. Using spherical
three-sensor case, that system observability and estima- geometry, these nesurements can be related to the tar-
tion performance become degraded. et state by the following equations [1]:

1. Introduction I -t

In a target tracking application, one reason for poor
estimation performance can be a lack of knowledge con- f f -f (2)
cerning the parameters of the mathematical model that ij c I c
relates the target state to the measurements. Since a
mathematical model is a necessary ingredient to any tar- where
get tracker or state estimator, use of incorrect parame- R, coa-l sinx snX +
ters could lead to estimates that diverge from "truth" I I 1 1  c 2  1
over a period of time. X

it is this problem that is dealt with i n this paper. 3[sinxic*2A.cos(x2 0i) - cosx1sinAI)
!or* specifically, it involves a target tracking prob- i min Ri
ls where measurements of time difference and Doppler
difference are collected from pairs of spatially die- x&cosxlcosLsIln(x2-81)
placed sensors. The central issue is that the sound + si (4)
speeds from the target to each of these sensors are
partially or completely unknown. These speed parameters
appear in the mathematical model relating the target In the above equations. xii1l.2s3,& represents the
state to the measurements. To avoid biased target target latitude. longitude, latitude rate. and longitud
tracks, some mechanism should be found to accomodate tate. respectively. The latitude and longitude of
these parameter uncertainties. hydrophone I is Xi and 01. A ilicit asumtion

The maerial in this paper is basically an extension hrh I a nd are ati ca s p n
of an earlier work [I) and Is more conclusive in terms (4) is that the sensrs ae stationry.of he esuts hatwer obaind fr anumer f di- hrughout the paper we will take the target state
of the results chat wore obtained for a number of dif- vector to be !T - [1Xx 2,x3 ,x4 1. The reason for doing
ferent geonetric scenarios involving sensor placements this is that target motion can be described by a linear
and target location. set of equations. In discrete-time form, the equations

We will start our discussion in Section 2 by describ- for the target dynamics are given by-
ing the mathematical model for the given process and
proceed to define an estimator that can accommodate 1 0 rt 1 k
both unknown sound speeds and the target state vector. 1
All of the simulation results will be presented In 0 1 0 At + v(k)
Section 3. In addition, we will also show how we can T(k+l) 0 0 1 (k) 1 0 (k)
assess system observability via the information matrix. w )
This will play a useful role in exploring system observ- 0 p 0 1w(k)i
ability for a number of different target/sensor geonm- ..-.-...
tric scenarios. $(At) V(k)



where At " ampling interval. i.e.. the time between 3. Smlon Results
- -taeurementa of 'ij.fij; w(k) Is a zero-man, white

sose vector sequence that perturbs the target from To examine the effects of estimating unknowm sound
otherwise constant course/speed motion; and where speeds, we selected a number of different case involv-

inS different target motion scenarios and three-soensor
Z N(k) 97(j)) - 6 configurations as shown In Figure 2.

k k The locations of the sensors are defined in Table I
and the target motion scenarios (cases 1-24) are sun-

It Is a simple matter to dieplay speed and course at any marized in Table 2.
tine by using the equations below:

Table 1. Location of sensors.
SP + x os x1 (6) Array Latitude. X Longitude. e

I 5 de 0 deg

tan- I 4  (7) 2 -2.5 de, 4.33 degCOURSe -ta i- 7\ 3  3 -2.5 deg -4.33 deg

Since the measurement model is nonlinear (eq. 1-4).
one can Implement an extended Kalman filter to track or Table 2. Target motion scenarios.
obtain estimates of the target state vector. M(k). This
Is easily done by linearizing the measurement equations Case Starting Position
about the most current state estimate. 9(k). to obtain a Number Latitude Longitude Speed Course
linear mesurement equation. HI(i(k)). The equations for 1 .5 deg .5 deg 10 knots 0 des
the filter are standard [21 and are sumarized below: 2 J 90 de

i(k+l/k) - $(At) i(k/k) (8) 3 I 180 deg

P(k+1/k) - (t) P(k/k) *1(At) + Qk (9) 4 270 deg

i(k+l/k+l) - S(k+l/k) + kk+l[Z(k+l) 5 2.5 deg 0 deg 0 de
6o 90des

- (fi(k+l)/k))] (10) 6I9 o

P(k+l/k+l) - (I - kkH(g(k+llk))] P(k+lik) (11) 7 I 180 des

- P(k+l/k) H(i(k+/k)) (H(9(k+1/k)) 8 r 270 deg

P(k+l/k) BT(fi(k+l/k)) + R,]-I (12) 9 -1.3 deg 0 deg 0 des

10 90 deg
where 11 180 deg

ET(k) E ( ) )  12 k)270 dg

- Yf (13) 15 180 deg
116 270 dog

- covarlance mtrix of additive hite 17 - deg 2 deg 0 deg
noise thst contaminates z(k) 18 90 deg

R(C i.../lk))-3(k)(1) 1(!(1) 180 deg

c(k) - t(kl/k) 20 270 deg

21 0 deg -4 deg 0 deg

From (1). (2). (13). end (14) it is easy to see how 2 0

sound speed, el . enters into the measurement model. In 22 90 dog
(11, it we shown that when incorrect values of ci were 23 180 des
used in the filter model (assuming one did not know the 2 2
true ci), the resulting state estimates were found to be 24 ' 270 dog
biased off from the true target state. In some cases
these biases were significant, and consequently the We made the following assumptions:
deviation from truth was as significant.

To compensate for this problem, the sound speeds were (a) The covariance matrix of the discrete-ties
treated as additional state variables and augmented to process dynamics was defined by:

the target state. Since the sound speeds were constant
over the estimation interval, the state dynamics were 2 At3  2 At2

simply defined by t. 0. The extended Kalman filter q33 - 0 q33 0 0
was then implemented for this augmented state vector to 2 At3  2 At
generate estimates of both the target state and the 0 q4 - 0 q44
unknown sound speeds.

In the next section. we will summarise some of the Q(2) A 2
earlier results that were obtained and then present more q33 At
exhaustive results that indicate a definite trend q 448t
occurring.

qA t 2 0 q4 t



where q (.0091527)2 k ±. th paver system was marginally observable for a three-sensor
spectral density of the random noise perturbing the configuration and unknown sound speeds.
velocity state equations of the continuous system. This As a means of enhancing system obeervability, It
randomness is the target velocity for the continuous was decided to introduce more than three sensors for
system translates both Into a position end velocity target tiracking.
uncertainty in the equivalent discrete-time model. The Ue first started with four sensors using different
values of q33 and 444 roughly correspond to a standard sensor/target otion geometries. Your cases were con-
deviation of .34 nautical miles in position and .6 knot sidered and the geometries are sumarizd In Figures
In velocity over a time interval of one hour in the 7 to 10.

discrete-time model. Using the Name philosophy as In the threeseasor came
earlier, we started out by estimating one. two, threu.

(b) The measurement matrix covariance matrix was and then four sound speeds. For all of these cases.
defined by: It was found that we could estimate the target state

r2  0 and up to two sound speeds without obtaining biased
R(k) 11 estimates, but as soon as we attempted to estimate2  

three or four sound speeds, biases In the estimates0 22again were noted. Marginal systen observablilty again
was suspect. To substantiate this we looked at the

(c) At-300 sec was the nominal time interval between sigenvalues of the information matrix as a function of
measurements, time. The functional variations of the eigenvalues were

(d) The filter processed measurements from the sensor found to be relatively smooth and monotonically increas-
pairs In a sequential manner starting with sensor pair Ing for estimatien of one or two sound speed*. An exam-
1-2. 1-3, 2-3, 1-2, 1-3. .... etc. ple of this is presented In Figure 11. It involved the

target/hydrophone geometry defined by Figure 10 where
(a) The sound speeds from the target to each of the we estimated the target state and two of the sound

sensors were chosen as [3]: speeds. However, as we begam to estimate three and

c1  - 4857 ft/sec more sound speeds, the function variation of several of
the information matrix sigenvlues becomes progressively

€2 - 4850 ft/sec sore ill-conditioned and lower In absolute magnitude-

c - 4870 ft/sec an indication that the property of system observability
3 has been weakened.

we started out by *amusing that: first, only one of the To complete our analysis. we then explored the use
three sound speeds was unknown and consequently was esti- of five sensors. Two geometries were selected and are
mated along with the target state; second, two sound shown in Figures 12 and 13.

speeds were unknown and were estimated along with the Uslg the same approach as before, we began by asti-

target state; and third, all three sound speeds were ating, first, one sound speed, then two sound speeds.
unknown and estimated along with the target state. In end so on. Interestingly enough, it was found that one
all of these cases, it was found that biased estimates could now estimate up to three sound speeds before
were generated by the tracker. A typical example of this biased estimates again occurred.
is shown in Figures 3. 4, and 5 where an attempt was made For all of the above cases involving four and five
to estimate the unknown sound speeds end the target state. receiving sensors, the general observation we that see
The solid curves represent the truth model whereas the could estimate the target state and up to two sound
dashed curves represent the state estimates. Note the speeds for the four-sensor configuration, and the target

significant biases In latitude and longitude In two of state and up to three sound apeed@ for the five-sensor

the sound speeds. configurations.
because of these biases, it was decided to examine Of course, these conclusions are based upon a finite

the observability of the system for all of the cases set of examples, and to substantiate the above claim
defined in Table 2. This Is easily done with the aid sore rigorously, one would have to implement a more
of the information matrix [2]. For the case involving exhaustive set of examples.
no process noise and state vector a priori information.
the information matrix is identical to the inverse of
the Kalman filter covariance matrix. P-l(k/k). This 4. Conclusions
matrix must be positive definite for stochastic observ-
ability and. provided the above conditions apply. is In summary, It was first noted that target tracking
given in recursive form by: via extended Kalmn filtering tends to produce blased

1 T ,-I estimates when the sound speeds were uncertain and
P (k/k) - 0 (-At) CNk-/k-l) (-At) incorrectly specified In the filter. Attempts to addi-

T -1 tionally estimate the sound speeds were shown to be of
+(i(k-1)) P lN(ix(k-1)); no avail In eliminating these blases--even when apply-

ing traditional filter parameter variations that In post?7!(0/0) - 0 (15) applications tended to make the filter more robust to

parameter uncertainties.

where #(At) is the state transition matrix defined In For this reason the observsbllity of the system wee
(5), NI(1(k-1)) to the measurement matrix linearized explored in greater detail. With the aid of the informa-
about the state vector V(k-l). tion matrix, it was found that the system wse marginally

To assess the property of stochastic observebility, observable over the geographical region defined by the
the normalized eisnvalues of this matrix were computed three receiving sensors.
(normalized to one) and plotted as a function of time. Because of this. we therefore took a look at using
Figure 6 showe the results that were obtained for case time-difference and Doppler difference measurements
11 in Table 2. One of the position elgenvalues becomes from more than three sensors. In particular we looked
Ill-conditioned and exhibits a smaller maximum magni- at configurations Involving four and five receiving
tude then the other position elganvalue by a couple sensors.
orders of magnitude. This analysis wae repeated for all The results from a finite set of examples have shown
of the other 23 cases and the same general result was that target tracking performance is improved, i.e., very
obtained, i.e., ill-conditloned behavior of one of the small or nonexistent biases, but estimation of all sound
eigenvalues. Because of this and the fact that the speeds is not possible. Generally speaking, it semat
state estimates were biased, we concluded that the that if we were given 01$ receiving arrays, it would

i . i
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